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ABSTRACT
Multimodal interaction is hard to develop, especially in mobile/ubiquitous settings with novel interaction devices. This is true, at least in part, because prototypes in this domain are difficult to build, to change and to monitor in order to analyse, interpret and evaluate interaction data. In this demonstration we present the OpenInterface Interaction Development Environment (OIDE) that addresses these challenges via its component repository and its construction, debugging and logging tools.
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INTRODUCTION
Multimodal interaction is hard to develop, especially in mobile/ubiquitous settings with novel interaction devices, in part because we don't have well-validated theory or practice on which to build and thus have to rely on exploration and evaluation of techniques as we develop them. Such empirically driven development is hard because prototypes in this domain remain difficult to build, to change and to monitor.

Tools are beginning to emerge that help with constructing interaction techniques based on sensor input and analysing and interpreting the low-level device data [3], but there is still no environment that allows a designer to work at multiple levels of abstraction, from low-level physical device properties through interaction abstractions (e.g., semantic fusion) to application and task level operations and objects.

The OpenInterface Project aims to address this problem via an integrated development environment for rapid prototyping and empirical evaluation of multimodal interaction techniques. This demonstration highlights key features of the environment as described below.
A generic "oscilloscope" display can be used to view data streams at runtime. The component can be extensively configured while in use, including selection of data streams to display, changing the scaling of the current data stream, and adjusting the sample rate for incoming data.

**EXAMPLE APPLICATION**

As an illustration, consider navigation in Google Earth using a novel input device. Three different techniques to perform this task have been developed, 2 using custom built hardware [2], and the 3rd using the SHAKE sensor device [5] (Fig. 2). The SHAKE contains a variety of sensors, including a triple axis accelerometer, two capacitive sensors and a vibrotactile actuator.

OIDE hosts a SHAKE interface component, which is used to process raw output from the SHAKE and emit events when selected conditions are met, for example, when the tilt of the device exceeds a certain threshold. Our OI pipeline links the SHAKE interface component to a generic keypress event generator. When events are produced by manipulations of the SHAKE, a virtual keypress event is sent to Google Earth, running outside the OI environment.

Navigation is performed by tilting the SHAKE in the 4 main directions (left/right/forward/back) to move west/east/north/south, and by pressing the two capacitive sensors (zoom in and out).

Figure 2 shows a subset of the data visualization options available in the OI framework. The first two oscilloscopes show data at the lowest level of abstraction, direct from the SHAKE itself, while the 3rd is showing application-level data from Google Earth.

It is also possible to display further levels of abstraction. For example, an intermediate stage between the raw and application-level visualizations would be a display of the virtual keypresses events being generated. A 4th instance of the oscilloscope component could be used for this purpose.

In addition to sending events from OI to Google Earth, our example also features feedback from Google Earth into the OI environment, through a component which is able to use the Google Earth API. This component obtains the current terrain height from Google Earth, and triggers a vibration event on the SHAKE device. The intensity of the vibration is proportional to the height of the terrain.

**CONCLUSIONS**

This demonstration presents the OpenInterface Interaction Development Environment. Its key features (component repository, construction, debugging and logging tools) are illustrated via explorations of interaction with a large information space. The ability of the environment to provide conditional logging of the most relevant and/or interesting data provides an added benefit to the interaction designer.

For more information, please visit www.oi-project.org.
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